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1
NETWORK NODE FOR AN OPTICAL
TRANSPORT NETWORK

FIELD OF THE INVENTION

The present invention relates to the field of telecommuni-
cations and more particularly to a network node for an optical
transport network and a related method for switching signals
in an optical transport network.

BACKGROUND OF THE INVENTION

An optical transport network serves for the backbone trans-
port in telecom networks. Signal transmission is typically
based on time division multiplexing. The ITU has defined in
G.709 a standard for the Optical Transport Network. The
initial version of' G.709 provided three levels of multiplexing,
which were termed Optical Data Units ODU1, ODU2, and
ODU3, with data rates of 2.5 Gb/s, 10 Gb/s, and 40 Gb/s,
respectively. At each multiplexing level, a corresponding
framed signal structure including section overhead and FEC
bytes was defined, which were termed Optical Transport
Units OTU1, OTU2, and OTU3. An OTU2 for example can
carry either one ODU2 or four ODUI. Later, a lower size
multiplexing level ODUO with a capacity of 1.25 Gb/s was
defined to support transport of Gigabit Ethernet signals,
where an OTU1 can carry two ODUO. Additionally, a data
unit called ODUflex allows to flexibly adjust the container
size in increments of 1.25 Gb/s timeslots (TS). No transport
frame is defined, however, for ODUO and ODUflex contain-
ers, so these can only occur as lower order data units multi-
plexed within an OTU1 or higher transport frame.

SUMMARY OF THE INVENTION

It is expected, that more and more Gigabit Ethernet traffic
signals need to be encapsulated in ODUO and transported by
the OTN network. Moreover, the OTN network tends to
become a multi service platform to carry also fiber channel
signals and the CPRI traffic between base band units and
remote radio unit of the base stations for 2G/3G/LTE mobile
networks.

In the access and aggregation segment of the network,
OTUx signals may not be fully loaded. For example, a trans-
port signal may carry only 1xODUO inside an OTU1, or
1xODUflex with TS<8 inside an OTU2. If such signals are
not aggregated before they go to the core network, the band-
width of the network will be highly wasted. The switching
and aggregation should hence operate at ODUO/flex granu-
larity instead of ODU1/2. Therefore, a need exists, for a
network element which is well suited for the access and
aggregation network, and allows switching and aggregation
at ODUO and ODUflex granularity.

These and other objects that appear below are achieved by
a network node for an optical transport network, which has a
signal input for receiving a multiplexed transport signal car-
rying a number of n timeslots of a fixed size data capacity, a
demultiplexer for demultiplexing the received signal into a
number of m>1 sub-signals, each sub-signal carrying a frac-
tion of n/m of said timeslots, one or more space switch mod-
ules for configurably switching said sub-signals, and a mul-
tiplexer receiving sub-signals from said one or more space
switch modules; for multiplexing timeslots from said sub-
signals into an outgoing multiplexed transport signal carrying
n of said timeslots. The multiplexer is connected to the one or
more switch modules over a number of I>m interconnections
and receives from said one or more switch modules up to 1
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sub-signals. Moreover, the multiplexer can be configured to
select the n timeslots for the outgoing multiplexed transport
signal from the up to 1 sub-signals.

This allows to extend the granularity of a distributed ODU
switch system from ODU1/2 to ODUO/flex timeslots by over-
provisioning the bandwidth between the space switch and the
timeslot switching function of the multiplexer. A system that
supports ODU1/2 granularity can thus be revised to support
ODUO/flex granularity while keeping the system back-panel
unchanged, or make the back-panel design less complex and
more cost efficient for new systems.

BRIEF DESCRIPTION OF THE DRAWINGS

Preferred embodiments of the present invention will now
be described with reference to the accompanying drawings in
which

FIG. 1 shows a block diagram of a network node with
distributed switching architecture;

FIG. 2 shows ODUO switching and aggregation at the
output side multiplexers;

FIG. 3 shows a block diagram of a line card for use in a
network node with a full mesh backplane; and

FIG. 4 shows the interconnections between different line
card slots of a full mesh backplane.

DETAILED DESCRIPTION OF THE INVENTION

An embodiment of a network node N which has a distrib-
uted switching architecture is shown in FIG. 1. It contains a
number of signal inputs I1, 12, and a number of signal outputs
03, O4. For the sake of lucidity, only two inputs 11, 12 and two
outputs O3, O4 are shown, while real network nodes typically
contain a larger number of inputs and outputs. Inputs and
outputs are implemented as conventional XFP (10 Gb Small
Form Factor Pluggable) modules. An XFP module is a pro-
tocol-independent optical transceiver for 10 Gigabit per sec-
ond SONET/SDH, Fibre Channel, Gigabit Ethernet, 10 Giga-
bit Ethernet and other applications.

XFP module I1 is connected to a framer F1 for OTU2
signal frames. At its output, framer F1 is connected to a
demultiplexing circuit M1, which has four outputs connected
to a space switch module S1. Space switch S1 is connected to
a full mesh backplane BP.

Similarly, input XFP module 12 is connected via a framer
F2 and a demultiplexing circuit M2 to a space switch module
S2, which is also connected to full mesh backplane BP.

At the output side, the backplane BP leads to space switch
modules S3, S4, which are connected to multiplexing circuits
M3, M4, respectively. Each multiplexing circuit M3, M4
leads via a respective framer F3, F4 to output side XFP
modules O3, O4. The interconnection between multiplexers
M3 and M4 and switch modules S3 and S4 is achieved via 8
parallel connections, respectively, thus allowing the multi-
plexers M3, M4 to receive 8 parallel signals from space
switches S3, S4.

The function of network node N is as follows. XFP module
11 receives an OTU2 formatted optical signal at a line rate of
10.7 Gb/s. XFP module 11 converts the optical signal to an
electrical format. Framer F1 terminates the frame overhead,
processes the FEC bytes, and forwards the processed signal to
demultiplexer M1. It is assumed that the received OTU2
carries 8 ODUO containers. Demultiplexer M1 extracts the 8
ODUO from the received signal and maps these into 4 OTU1
atthe output side towards switch S1, each OTU1 carrying 2 of
the 8 ODUOs.
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An example frame F_a is shown schematically at the input
I1. Tt contains 8 ODUO timeslots al-a8. The four parallel
outputs of demultiplexer M1 are denoted as Al to A4. In the
subject embodiment, timeslots al and a2 are on output A1, a3
and a4 on output A2, a5 and a6 on output A3 and a7 and a8 on
output A4.

Via full mesh backplane BP, switch module S1 is con-
nected to each output side switch module S3, S4. In order to
support aggregation and switching at ODUO level, switch S1
broadcasts the four parallel signals A1-A4 from multiplexer
M1 to all output side switch modules S3, S4.

Input side switch module S2 operates in the very same way
and is also connected via full mesh backplane BP to each
output side witch modules S3, S4.

A second example frame F_b is shown schematically at the
input 12. It contains 8 ODUO timeslots b1-b8. The four par-
allel outputs of demultiplexer M2 are denoted as B1 to B4. In
the subject embodiment, timeslots b1l and b2 are on output
B1, b3 and b4 on output B2, b5 and b6 on output B3 and b7
and b8 on output B4.

Output side switch modules S3, S4 operate to select from
all signals received via backplane BP up to 8 OTU1 signals
and switch these to the output side multiplexers M3, M4,
respectively. Each output side switch module S3, S4 receives
signals A1-A4 from switch S1 and B1-B4 from switch S2. In
order to emphasize that typically more than two signal inputs
are available, FIG. 1 further shows a third set of input signals
C1-C4 coming from backplane BP.

Multiplexers M3, M4 manage and switch ODUO timeslots
received within OTU1 signals and will aggregate ODUO
timeslots from different input signals into a fully loaded out-
put signal. In particular, the 8 OTU1 signals received at mul-
tiplexer M3 from switch module S3 carry up to 16 ODUO,
while at the output side of multiplexer M3, an OTU2 signal
with a capacity of 8 ODUO is delivered. Multiplexer M3 thus
selects from the 16 received ODUO timeslots the 8 ODUOs
destined for output port O3 and multiplexes these into an
OTU2 frame. Framer F3 inserts the appropriate section over-
head and FEC bytes and forwards the fully loaded OTU2
frames to XFP module O3 for transmission as optical OTU2
signal to the optical transport network.

An example OTU2 signal frame F_o4 is shown at output
0O4. FIG. 2 shows in more detail how multiplexer M4
assembles the timeslots for frame F_o4. Switch S4 switches 8
OTU1 signals received from backplane BP to multiplexer
M4. Multiplexer M4 has 8 inputs 1-8. At input 1, multiplexer
M1 receives signal B1 from switch S2. Signal B1 carries input
ODUO timeslots bl and b2. Multiplexer M1 selects timeslot
bl and inserts it as first timeslot into output frame F_o4. At
input 2, multiplexer M4 receives signal A4, carrying timeslots
a7 and a8 and selects for the second timeslot position in
output frame F_o4 timeslot a8, and so on. The result is an
output OTU2 signal carrying ODUO timeslots b1, a8, b8, a5,
b5, al, a4, and b3.

In the very same way as ODUO timeslots, the network node
can also handle individual ODUflex timeslots (TS). For
example an input signal can carry an ODUflex with 5
timeslots (ODUflex-5TS). The 5 ODUflex timeslots will then
be distributed over three OTU1 signals and broadcasted via
backplane BP to all output switches. At a designated output
switch, all the three OTU1 signals will be selected and for-
warded to the associated multiplexer, where the 5 ODUflex
timeslots are selected and assembled into an output OTU2
signal. The remaining 3 timeslots in the output OTU2 signal
can be filled with ODUO, ODU1 or ODUflex timeslots from
other input ports.
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Likewise, ODUT signals can be switched, too. An ODU1
signal inside OTU1 would be handled by output side multi-
plexer as two “pseudo” ODUO timeslots and assembled both
together into the output ODU2 signal. In the same way, an
ODU2 can be switched as 8 consecutive “pseudo” ODUO
timeslots reverse multiplexed into 4 internal OTU1 signals.

It should be clear to those skilled in the art, that the output
side multiplexers not necessarily take ODUO timeslots from 8
different OTU1 inputs, but can also select both timeslots from
one OTUT, thus requiring less than 8 OTU1 input signals.

It is preferable, however, that the multiplexers M3, M4
have a fixed relationship between their physical ports and the
time slots in the output signal. The multiplexer would then
select exactly one ODUO from each incoming OTUT1 signal.
E.g., timeslot #1 of the output OTU2 signal is selected from
input 1, timeslot #2 from input 2 and so on. If both signals
from a particular internal OTU1 signal are to be selected, the
output side switch module S3, S4 would duplicate the signal
to two inputs of the multiplexer. This leads to a much simpler
design for the multiplexer circuits M3, M4.

In the same way, demultiplexers M1, M2 can have fixed
relationship between timeslots in the OTU2 input signal and
physical output ports, such that ODUO timeslots #1 and #2
always go to the first output port, timeslots #3 and #4 go to the
second output port and so on.

Preferably, semiconductor implemented crossbar switches
are used as switch modules S1-S4. Such crossbar switches are
available on the market and contain typically of a set of input
amplifiers or retimers connected to a series of metalizations
or “bars” within a semiconductor device. A similar set of
metalizations or “bars” are connected to output amplifiers or
retimers. At each cross-point where the “bars” cross, a pass
transistor is implemented which connects the bars. When the
pass transistor is enabled, the input is connected to the output.

A line card for use in a network node with full mesh
backplane is shown schematically in FIG. 3. Line card L.C
combines inputs and outputs and operates fully bidirectional.
Line card LC contains four optical XFP transceiver modules
XFP1-XFP4 for four independent OTU?2 signals. Each trans-
ceiver XFP1-XFP4 leads to a respective framer F11-F14,
which terminates section overhead and processes the FEC
bytes of the OTU2 signals in receive and transmit direction.
The processed OTU2 signals from framers F11-F14 are fed to
respective multiplexing/demultiplexing circuits M11-M14,
which combine the demultiplexing function at the receive
side and the multiplexing function of the transmit side. In a
preferable implementation, two such mux/demux circuits can
be implemented into a single FPGA, such as M11 and M12 or
M13 and M14 in FIG. 3.

Each mux/demux circuit M11-M14 is connected over a
2x8 lines wide parallel interface to a semiconductor cross-
point switch XPS. 8 lines between crosspoint switch XPC and
each mux/demux circuit M11-M14 are provided for signal in
transmit direction and 8 lines are provided in receive direc-
tion. In particular, the 8 lines in transmit direction carry 8
OTU1 formatted signals with 16 ODUO or ODUflex timeslots
in total, while the interface between a mux/demux circuit
M11-M14 and the framer F11-F14 has only the capacity of
1xOTU2 with 8 ODUO or ODUflex timeslots in total. Due to
this widening or expansion of the capacity of the mux/demux
circuit towards the crosspoint switch, a fully flexible switch-
ing and aggregation functionality at a granularity of ODUO or
ODUflex timeslots can be achieved.

For the receive side direction between the mux/demux
circuits M11-M14 and the crosspoint switch XPC it is pref-
erable but not necessary to apply the same expansion from 4
to 8 ODU1 equivalents on 8 separate lines, as this would lead
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to a higher flexibility of possible switching states, in particu-
lar when considering broadcast or protection connections.

Crosspoint switch XPC is a 144x144 switch module,
which has 144 inputs and outputs, respectively, and allows
signal rates of up to 3.2 Gb/s, which is sufficient for OTU1
signals. 112 of the 144 inputs and outputs, respectively, of
crosspoint switch XPC lead to the full mesh backplane BP.

The line cards further contains a clock generator CLK, an
overhead processor OHP and an on-board controller BCM.
Clock generator CLK provides the clock signals for the mux/
demux circuits and the framers. Overhead processor OHP
receives and processes overhead information from the fram-
ers and provides to the framers overhead information for
OTU2 signals to be transmitted. On-board controller BCM
configures mux/demux circuits M1-M4 and the crosspoint
switch XPC. The board controller is connected to the over-
head processor OHP and via an Ethernet switch to a central
controller (not shown) and the on-board controllers of other
line cards. The overhead processor OHP is connection via
dedicated lines in the backplane BP to the overhead proces-
sors of other line cards.

The wiring of the full mesh backplane is shown in FIG. 4.
The backplane has 8 slots I.1-L.8, which can be equipped with
line cards. Each slot has 7 groups of interconnections, one to
each other slot. Each group or set of connections is repre-
sented in FIG. 4 by one arrow and contains 2x16 backplane
interconnections (16 for each direction), 2x4 for each mux/
demux circuit on each line card. In the embodiment, inter-
connections between crosspoint switches via the backplane
BP use the SFI-4.2 interface defined by the OIF as industry
standard chip-to-chip interface for 2.5 Gb/s signals. So, each
arrow represents 4xSFI-4.2, which sums up to a total of 40 G
per slot. This has the advantage that some of the slots of the
backplane BP can also be equipped with lines cards for OTU3
signals.

The above embodiment allows to switch and aggregate
ODUO and uses an internal signal format similar to OTU1,
where each OTU1 carries 2 ODUO. It should be clear that the
internal signals do not necessarily contain any section over-
head bytes, as these are terminated in the line cards. Such
overhead bytes of internal signals could be left empty, or
could be omitted completely.

The concept of providing an expansion of the capacity of
mux/demux circuits from and towards local space switches,
which are mutually interconnected through a mesh of inter-
connections for example by a full mesh backplane, can also
be applied for switching of other kind of multiplexed signals.
For example, in the very same way, it would be possible to
switch ODU1 internally distributed inside OTU?2 signal struc-
tures. Crosspoint switches and backplanes for signal rates of
10 Gb/s are available today, and could be employed in a node
architecture similar to the above embodiment. Since an OTU2
carries up to 4 ODUI, the expansion factor between the
mux/demux circuits and the local space switch on the line
cards could be up to a factor of 4, hence.

The switching modules can be implemented with semicon-
ductor crossbar or crosspoint switches as explained above. It
is possible to implement receive side switch modules and
transmit side switch modules as different, dedicated switch
modules, as shown in FIG. 1, or both directions can be com-
bined into a single switch module for each line card. In the
former case, line cards, which carry I/O ports for receive and
transmit direction would be equipped with two dedicated
switch modules for receive and transmit direction.

As explained before, switch modules at the receive side
operate to broadcast the signals over the backplane to each
other switch module at the transmit side. This is a preferred
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implementation as it simplifies the control of the receive side
switch modules, however this is not mandatory. It would also
be possible to control the receive side switch modules such
that signals are only distributed to those transmit side switch
modules, where the signals are actually needed. As in such an
implementation, only a fraction of the backplane intercon-
nections carry a signal at the same time, this may contribute to
reduce crosstalk, if that is of concern. It can also help to
reduce the power consumption of the equipment, if that is of
concern.

Itis also possible that the switch module at the receive side
switches back one or more of the OTU1 signals in transmit
direction to an I/O port arranged on the same line card. This
may make sense in an embodiment as shown in FI1G. 3, where
more than one I/O ports are arranged on the same line card, or
in case there is only one 1/O port per line card, to implement
a line loopback at the same 1/O port for one or more of the
ODUO or ODUflex timeslots, e.g. for test and maintenance
purposes. It would also be appreciated by those skilled in the
art, that the line card of FIG. 3 as a stand-alone device (i.e.
without any backplane connections) would already imple-
ment a small 4x4 OTU2 switching node at a switching granu-
larity of ODUO and ODUflex timeslots.

The description and drawings merely illustrate the prin-
ciples of the invention. It will thus be appreciated that those
skilled in the art will be able to devise various arrangements
that, although not explicitly described or shown herein,
embody the principles of the invention and are included
within its spirit and scope. Furthermore, all examples recited
herein are principally intended expressly to be only for peda-
gogical purposes to aid the reader in understanding the prin-
ciples of the invention and the concepts contributed by the
inventors to furthering the art, and are to be construed as being
without limitation to such specifically recited examples and
conditions. Moreover, all statements herein reciting prin-
ciples, aspects, and embodiments of the invention, as well as
specific examples thereof, are intended to encompass equiva-
lents thereof.

The functions of the various elements shown in the figures,
including any functional blocks labeled as “processors”, may
be provided through the use of dedicated hardware as well as
hardware capable of executing software in association with
appropriate software. When provided by a processor, the
functions may be provided by a single dedicated processor, by
a single shared processor, or by a plurality of individual
processors, some of which may be shared. Moreover, explicit
use of the term “processor” or “controller” should not be
construed to refer exclusively to hardware capable of execut-
ing software, and may implicitly include, without limitation,
digital signal processor (DSP) hardware, network processor,
application specific integrated circuit (ASIC), field program-
mable gate array (FPGA), read only memory (ROM) for
storing software, random access memory (RAM), and non
volatile storage. Other hardware, conventional and/or cus-
tom, may also be included. Similarly, any switches shown in
the FIGS. are conceptual only. Their function may be carried
out through the operation of program logic, through dedicated
logic, through the interaction of program control and dedi-
cated logic, or even manually, the particular technique being
selectable by the implementer as more specifically under-
stood from the context.

The invention claimed is:

1. A network node for an optical transport network, com-
prising:

a signal input for receiving a multiplexed transport signal

carrying a number of n timeslots of a fixed size data
capacity;
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a demultiplexer for demultiplexing the received signal into
anumber of m>1 sub-signals, each sub-signal carrying a
fraction of n/m of said timeslots;

one or more space switch modules for configurably switch-
ing said sub-signals; and

a multiplexer receiving sub-signals from said one or more
space switch modules; for multiplexing timeslots from
said sub-signals into an outgoing multiplexed transport
signal carrying n of said timeslots;

wherein said multiplexer is connected to said one or more
switch modules over a number of 1=n interconnections
and receives from said one or more switch modules up to
1 sub-signals, and wherein said multiplexer configurably
selects said n timeslots for said outgoing multiplexed
transport signal from said up to 1 sub-signals, and
wherein said multiplexer selects one timeslot from each
of said sub-signals received from said one or more
switch modules.

2. The network node according to claim 1, further compris-
ing a number of said space switch modules mutually inter-
connected through a mesh of interconnections.

3. The network node according to claim 1, further compris-
ing at least one line card, comprising said signal input, said
demultiplexer, one of said space switch modules, and said
multiplexer.

4. The network node according to claim 2, wherein said
mesh of interconnections comprises a full mesh backplane.

5. The network node according to claim 4, further compris-
ing several of said line cards plugged into slots of said back-
plane.
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6. The network node according to claim 5, wherein a switch
module on a first of said line cards broadcasts all sub-signals
from each demultiplexer of said line card to each other switch
module, and wherein the switch modules on each other line
cards are configured to select from said broadcasted sub-
signals such sub-signals destined to be outputted at the
respective line card.

7. The network node according to claim 1, wherein a fixed
relationship exists between physical ports of said multiplexer
and the timeslots in said outgoing multiplexed transport sig-
nal.

8. A method for switching and aggregating signals in an
optical transport network, comprising:

receiving at a network node a multiplexed transport signal

carrying a number of n timeslots of a fixed size data
capacity;

demultiplexing the received signal into a number of m>1

sub-signals, each sub-signal carrying a fraction of n/m of
said timeslots;

configurably switching said sub-signals in space domain to

one or more output side multiplexers; and

at one of said multiplexers, multiplexing timeslots from

received sub-signals into an outgoing multiplexed trans-
port signal carrying n of said timeslots;

wherein said multiplexer receives l=n sub-signals, and

wherein said multiplexer configurably selects said n
timeslots for said outgoing multiplexed transport signal
from said 1 sub-signals, and wherein said multiplexer
selects one timeslot from each of said 1 sub-signals.
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